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Abstract 

This paper shows that the structural breaks are an important characteristic of the monthly 

labor force participation rate (LFPR) series of Australia, Canada and the USA. Therefore we 

allow for endogenously determined multiple structural breaks in the empirical specifications 

of fractionally integrated ARMA model. The findings indicate that contrary to the previous 

research the LFPRs of Australia, Canada and the USA are stationary implying that the 

informational value of the unemployment rates about the behavior of labor markets and the 

causes of joblessness are useful. 
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1. Introduction 

 

Economists have a long history of interest in an understanding of how labor markets 

function. This interest is partly due to the fact that long-run impact of economic policy 

depends on labor market characteristics. The theory of labor market hysteresis implies that 

one-time shocks to the labor market have permanent effects. In order to test the theory of 

labor market hysteresis many researchers concentrated on investigating the time series 

properties of unemployment rates. However, the examination of only the unemployment rates 

may not allow healthy inferences about the labor market characteristics if labor force 

participation rates are changing over time (Murphy and Topel, 1997) for instance due to 

added worker and discouraged worker effects over the course of business cycles. Then, the 

question is to check whether the participation rates are changing in a stationary or in a non-

stationary way. Stationarity of participation rates implies one-to-one relationship between 

time series properties of unemployment and employment rates while non-stationarity of the 

participation rates may undermine the informational value of the unemployment rates about 

the labor market characteristics. Therefore, a proper analysis of the functioning of labor 

markets should start with investigating the properties of participation rates which have 

attracted the attention of several labor economists recently such as Gustavsson and Österholm 

(2006) and Madsen et al.(2008). 

 

The aim of this paper is to investigate whether rates in Australia, Canada and the USA are 

non-stationary so as to undermine the informational value of unemployment rates. For this 

purpose we examine the properties of the participation rates in these countries. An 

examination of the evolution of the participation rates indicate that they are characterized by 

an increasing trend over time due to the massive increase in the female labor force 

participation rates especially in the 1960s. The second important characteristic of these series 

is the occurrence of several structural breaks such as level shifts and trend breaks. These 

structural break points may have been caused by business cycles or changes in survey 

applications. For these reasons we argue that structural breaks must be taken into account 

while investigating the non-stationarity properties of the labor force participation rates of the 

Australia, Canada and the USA. Using a “battery” of univariate unit root test Gustavsson and 

Österholm (2006) find that the labor force participation rates in Australia, Canada and the 

USA are all non-stationary. However, they ignore completely the possibility of the structural 

breaks in these series. Madsen et al. (2008) do indeed take into account the possibility of the 
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structural breaks in the labor force participation rates of the G-7 countries. They first use a 

unit root test with a non-linear threshold. They find mean-reversion albeit sensitive to regime 

shifts. Next they investigate trend reversion properties of the same series by using a lagrange 

multiplier unit root test with one or two structural breaks in the intercept and slope. They 

conclude that “there is at best mixed evidence” (p. 168) on the stationarity of the labor force 

participation rates of the G-7 countries including Canada and the USA. 

 

In this paper we first examine the labor force participation rates (LFPR henceforth) for 

Australia, Canada and the USA and endogenously determine several structural break points in 

the series and discuss their possible causes. Next, we employ a class of generalized univariate 

processes, called fractionally integrated processes (Granger and Joyeux, 1980; Hosking, 

1981) with structural breaks
1
. They are flexible enough to capture the mean-reverting 

dynamics in the series. Therefore, they allow modeling the Labor force participation rate 

movements over time better than the standard time series models. In order to examine the 

possibility of mean reversion, we use a test developed by Robinson (1994) which permits 

testing I(d) hypothesis allowing for breaks at known times. 

 

The results of this paper indicate that the LFPR series of Australia, Canada, and the USA 

are mean-reverting when the time trend is taken into account. However, the level shifts and/or 

trend breaks in the LFPR series significantly reduce their order of integration. Unlike the 

previous papers this paper uses Fractionally Integrated Autoregressive Moving Average 

(ARFIMA) disturbance processes where the lag-lengths are empirically determined and the 

structural break points are endogenously determined. Thus, we are unequivocally able to 

establish stationarity of the series contrary to the findings of Gustavsson and Österholm 

(2006) and Madsen et al.(2008). Our findings give credit to the widespread use of 

unemployment rates to draw sound inferences about the labor market characteristics and that 

the unemployment rate is a useful indicator of joblessness. 

 

The rest of this paper is organized as follows. The main properties of the LFPRs in 

Australia, Canada and the USA are given in Section 2. Section 3 provides a discussion of the 

                                                 
1
 Perron (1989) was the first to indicate that a series may show apparent non-stationarity due to neglected 

structural breaks. A massive literature on the implications of structural breaks developed post Perron (1989). It’s 

also true that a very important literature on various implications for many economic and financial questions 

developed post Granger and Joyeux (1980) and Hosking (1981). 
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methodology used in evaluating the order of integration of the LFPR series. Section 4 

presents the empirical results. Last section provides the concluding remarks. 

 

2. Data Properties 

 

Seasonally adjusted monthly data on the LFPR for Australia, Canada and the USA are 

used. LFPR represent the proportion of the population that is in the labor force which 

comprises all persons classified as employed or unemployed - but actively looking for a job - 

in accordance with certain criteria. These criteria may differ somewhat among the three 

countries. For example, while the total population considered is 15 years and older in 

Australia and Canada and it is 16 years and older in the USA. These monthly data start with 

February 1978, January 1976 and January 1951 respectively for Australia, Canada and the 

USA and end in July 2008. Figures 1, 2 and 3 pertain to Australia, Canada and the USA, 

respectively. Panel A in these figures presents the time series plots of the LFPR of the three 

countries. 

 

This paper considers the LFPRs series of Australia, Canada and the USA. Any LFPR 

series may exhibit some apparent or real structural breaks. Some of the factors that might be 

at work in generating apparent or real breaks are as follows
2
: 

 

i-) Methodological changes: These may involve changes in survey methods, concepts, 

definitions, etc. Sometimes, the series changes because the survey organization adopts 

different conventions and procedures. For example, they may change the definition of 

unemployment, or stop counting persons age 14-15, as the USA did in 1967. 

 

 ii-) Legislative changes: These may involve changes in tax and transfer programs and 

policies towards welfare recipients, etc. For example, Australia adopted a form of "equal pay 

for work of equal value" in 1969 with major amendments to it in 1972 (Lyons and Smith, 

2008). This may have affected employment opportunities for women, and, thus, the labor 

force participation rate
3
. Likewise, overtime the USA has expanded disability programs, 

                                                 
2
 Mark R. Killingsworth was very kind to point out to us the possible factors that may be behind the structural 

breaks in the LFPR series.  
3
 Since its inception, the Australian policy approach to gender pay equity reform has been by way of labor law 

measures whereby centralized tribunal grants pay increases on an industry bases. In contrast to this in the 
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which has resulted in a decline in male participation. She has also changed both the benefit 

levels and the eligibility requirements for Social Security payments which resulted in a 

decline in participation rates in older age groups. Most of the decline in the participation of 

older Americans is attributed to rising social security wealth. Anderson et al. (1999) found 

that about a quarter of the reduction in men’s full-time employment during the 1969-1989 

period was due to employer pension plans social security together. Gross replacement ratio 

increased from 19 to 41 in Australia, 31 to 56 in Canada and 39 to 56 in the USA over the 

1961-1995 period (Ingles, 2000:30). Although the Australian social security system is very 

different from that of the USA the similar comments apply there as well (Ingles, 2000:19). 

 

iii-) Compositional changes: These may involve changes in the components of the aggregate. 

For example, the LFPRs, particularly over the long time periods we consider is likely to 

behave quite differently depending on changes within the aggregate. Two very important 

compositional changes were the unprecedented increase in the female labor force participation 

and some declines in the male labor force participation, so that in all three countries we 

consider labor force has become more "feminized". For the comparative purposes consider the 

following changes that took place from 1978 to 2004 part of our sample period. In Australia 

the female LFPR increased from 44 percent in 1978 to 56 percent in 2004 while the male 

LFPR decreased from 79 percent in 1978 to 71 percent in 2004. During the same period the 

female LFPR for Canada increased from 48 percent to 62 percent while the male LFPR 

decreased from 78 to 73 percent. Similar changes occurred in the USA. In the USA, female 

LFPR was only 35 percent in 1951. Over the period of 1978-2004 while female LFPR 

increased from 50 to 59 percent the male LFPR decreased from 78 to 73 percent. Over this 

period the largest increase in female LFPR occurred in Canada with 14 percentage points and 

the largest decrease in male LFPR occurred in Australia with 9 percentage points. Currently 

the female LFPR is about 3-6 percentage points higher in Canada than in Australia and the 

USA. The increase in female labor force participation is responsible for the increasing trend 

in the labor force participation rates over the period of observation for all three countries 

considered in this paper. 

 

iv-) Cyclical and secular factors: Some of the dips and peaks could be a consequence of 

business cycle factors, while others may at least to some extent be the result of long-run 

                                                                                                                                                         
Canada, the UK and the USA a series of human rights measures have been used to promote gender pay equity 

(Lyons and Smith, 2008). 
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factors such as increasing wage premiums for high-skill labor and falling relative or even 

absolute wages for low-skill labor, combined with general upgrading of the skill-level as 

measured by, say, education of the labor force. 

 

Over the period of observation 1978:2 to 2004:11 for Australia there were some 

methodological changes in the labor force survey. For instance from April 1986 the definition 

of employed people was changed to include unpaid family workers who worked 1-14 hours 

per week in a family business or on a farm. In August 1996, telephone interviewing was 

introduced. From April 2001 a redesigned questionnaire has been used at which date the core 

labor force series were revised back to April 1986 (Australian Bureau of Statistics, 2008). The 

effects of these methodological changes are not much visible on Figure 1 except that of the 

April 1986. During the period of observation for Australia there were two major recessions: 

One was around 1982 and the other was around 1991 (Australian Bureau of Statistics, 2004). 

The labor market impact of these recessions may have started somewhat earlier than these 

dates. Therefore we introduce one level and two trend shift dummy variables: one in March 

1985 which takes into account both the methodological change and the recession and the 

other in July 1990 which takes into account the recession. These dummy variables are 

formally defined in Section 4. 

 

Over the period of observation 1976:1 to 2004:11 for Canada there were some 

methodological changes in the labor force survey. A new labor force survey questionnaire 

was introduced in 1997 together with computer assisted interviewing. Since 2004 telephone 

interviews are employed. In January 2000 a new estimation method was introduced. Over 

time other improvements were introduced however, the data was revised back to 1976:1, so 

that no clear breaks due to methodological changes are observed (Statistics Canada, 2006). 

Therefore the time series is consistent and comparable. As it is in the case of Australia, there 

were two major recessions in Canada. One was in the early 1980’s and the other was in the 

early 1990’s both of which were responsible for the ensuing declines in the LFPR. A jobless 

growth period with a decline in LFPR that followed the early 1990 recession continued for a 

relatively long period of time until 1996:3 at which point an increasing trend has started. 

From 2003 onwards a relatively slower growth in the LFPR has been attributed to several 

reasons such as the shortage of workers and an aging labor force. Accordingly we introduced 

three level and trend shift dummy variables on October, 1981; January, 1990 and March, 

1996, all of which are defined formally in Section 4. 
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A number of methodological and conceptual changes have been implemented over the 

years in the Current Business Survey (CBS) of the USA which is the source of our data. Some 

of the most important changes include the following. In 1945 the questionnaire was changed 

and in 1953 the current rotation system was adopted. The change in survey reference week in 

1955 and the employment definition in 1957 was followed in 1967 by substantive changes to 

the definitions of employed and unemployed together with a rise in lower age limit from 14 to 

16 years and start of information collection on discouraged workers. However, the series are 

revised backwards to provide consistent information. A redesigned questionnaire and 

computer assisted interviewing were introduced in 1994 and the identification of the 

discouraged workers and part-time employed were tightened. Furthermore, there were 

periodic revisions as a result of employing the results of new censuses and due to changes in 

the estimation methods. These were followed by backwards revisions to enable comparability. 

Inclusion of Alaska and Hawaii in 1960, large inflow of Vietnamese refugees in 1975 and 

expansions of the sample in 1978 all affected the estimates of the levels of the totals and some 

components but not the rates such as LFPR that we consider in this paper. 

 

As it is observed in Panel (a) of Figure 3, over the 1950s and 1960s the LFPR of the USA 

was stagnant however with different means for these two periods. But, it rose rapidly over the 

1970s and 1980s with the movement of the baby-boom generation (those born between 1946 

and 1964 with the peak birth year 1957) into high-participation-rate ages and the increase in 

participation among women. After 2001 the overall participation rate entered a declining 

phase due to three factors. One, the first of the baby boomers entered age 55 in 2001 which is 

the beginning age of traditionally lower participation rates. Second, the dramatic increase in 

the female LFPR of the previous periods has also flattened out in recent years. Finally, the 

economic crises which began in March, 2001 caused a decline in LFPR. These and other 

issues are discussed by Toossi (2002) and Mosisa and Hipple (2006) in detail. Until 1962 

there were several but short-lived economic down turns (Mosisa and Hipple, 2006). We have 

taken these into account by introducing two level and one trend shift dummy variables in 

1955:9 and 1961:7. The two other major recessions were in early and late 1990s we have 

taken these into account by introducing a trend shift dummy in 1990:2 and level and trend 

shift dummies in 1999:11, all of which are defined formally in Section 4.  
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Panel (b) in Figures 1, 2 and 3 gives the times series plot of the first difference of the 

LFPR series. Panel (c) shows the correlogram and its 95% confidence interval of the level 

data. The autocorrelations in this panel show a clear pattern of slow decay and persistence in 

the level of participation rates in the three countries. Panel (d) provides the correlogram of the 

first differenced labor force participation series and its 95% confidence interval. The first 

differenced series appear to be overdifferenced with large negative autocorrelations at one lag. 

Thus, the visual examinations in Figure 1, 2 and 3 indicate that LFPR for the three countries 

exhibit persistence and long memory properties. This will be tested in the next section. 

 

Figure 1: Time Series Properties of LFPR for Australia 
(a) LFPR (1978:2-2004:11)
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Figure 2: Figure 2: Time Series Properties of LFPR for Canada 
(a) LFPR (1976:1-2004:11)
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Figure 3: Time Series Properties of LFPR for the USA 
(a) LFPR (1951:1-2004:11)
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2. Methodology 

 

2.1 Testing for fractional integration with structural breaks 

 

Robinson (1994) developed a very general procedure for testing unit roots as well as other 

nonstationary alternatives. Unlike the other unit root tests (Dickey and Fuller, 1979; Phillips 

and Perron, 1998; and many others), which test for autoregressive (AR) unit roots, Robinson’s 

procedure allows testing for fractional order of integration in addition to other appealing 

hypothesis. Klemes (1974), Künsch (1986), Hidalgo and Robinson (1996), Lobato and Savin 

(1997), Teverovsky and Taqqu (1997), Granger and Hyung (1999) and Diebold and Inoue 
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(2001) draw our attention to the possibility of overstating the order of fractional integration 

when presence of structural breaks are not taken into account. This section provides a brief 

account of testing for fractional integration in the presence of unknown structural breaks due 

to Robinson. 

 

Consider the multiple regression of the form 

    ,,2,1,  txzy ttt  T     (1) 

where yt is the k  1 vector of time series we observe,   is a k  1 vector of unknown 

parameters and zt is a matrix of observable variables which could include a constant, 

polynomials in time trend (t) and structural break dummies as we would assume in the 

application section of this paper. The presence of such deterministic regressors does not effect 

the limiting null and local distributions of the Robinson test statistic, which is an advantage 

over other unit root tests. T is the sample size. The regression errors xt are given by: 

    ,)1( tt
d uxL         (2) 

where L is the lag operator, ut is an I(0) process assumed to be a covariance stationary with 

spectral density function which is positive and finite at zero frequency. The order of 

integration d is not restricted to integer values and can take any value on the real line. If d  (-

0.5, 0.5), then yt is covariance stationary and invertible. When d  (-0.5, 0), yt is called 

antipersistent or intermediate memory. For d  (0, 0.5), yt is stationary. If d  [0.5, 1), then yt 

is non-stationary. However, in both cases the process is mean reverting, as d is less than one. 

On the other hand, for values of d  1, yt is non-stationary and non-mean reverting, with the 

effect of shocks persisting forever (Granger and Joyeux, 1980; Hosking, 1981). We define the 

(1 )dL  by means of the binomial expansion. In order to test the null hypothesis: 

     ,: 00 ddH        (3) 

Robinson (1994) developed the following score test statistic: 
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where ( )jI   is the periodogram of ˆ
tu . The parameter estimates ̂  are obtained with the 

Whittle Maximum Likelihood (WML) method, which is obtained by  

    
1

1

2
ˆ argmin ( ; ) ( )

T

j j

j

g I
T




   







      (6) 

where ( ; )jg    is known function of the parametric spectral density of ut. In this paper, the 

model for ut is restricted to the cases nested within an ARMA model with 

2 2( , ) 2 ( ; , )jg f       where 2( ; , )f     is its spectral density. We first obtain the residuals 

as tt zyx  ˆˆ  where ̂  is the Ordinary Least Square (OLS) estimate from equation (1). 

Then, the residuals tû  are obtained by fractional differencing from t

d

t xLu ˆ)1(ˆ   which is 

obtained using the binomial expansion (Granger and Joyeux, 1980; Hosking, 1981). 

 

Under certain regularity conditions and the null hypothesis given above Robinson (1994) 

showed that r̂  approaches normal distribution with zero mean and variance one as T 

approaches infinity. Note that this limiting distribution holds independently of the regressors 

included in zt and the various types of I(0) disturbances assumed for ut, which includes the 

general weakly stationary ARMA models. Robinson shows that the test statistic r̂  is efficient 

in the Pitman sense. An approximate one-sided test of 
0 0:H d d  is rejected in favor of 

1 0:H d d  )( 0dd   at the 100% level, when ˆ ,r z  ( zr ˆ ) where  is the probability 

that a standard normal variate exceeds z. This and other versions of the Robinson (1994) test 

are used in empirical applications recently by Gil-Alana and Robinson (1997, 2001) and 

Gil-Alana (1999, 2001a, 2001b, 2002). 

 

3. Empirical Results 

 

The studies by Perron (1989, 1997), Zivot and Andrews (1992), Banerjee et al. (1992), 

Christiano (1992), Perron and Vogelsang (1992), Balcilar (1996), Lumsdaine and Papell 

(1997), Clemente et al. (1998), Ohara (1999) and Kapetanios (2005)  showed that apparent 
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non-stationarity may be caused by neglected structural changes. The stochastic permanent 

level shifts mimic the effect of a persistent shock. Therefore, the long memory models fitted 

to the data that has occasional level shifts may incorrectly find evidence of long memory. 

Several studies examined this possibility using models that allow level shifts. A more flexible 

model is the STOPBREAK model of Engle and Smith (1999), which models the level shifts 

as a component with stochastic permanent shifts. Bos et al.  (1999) attempt to capture the 

effect of level shifts by inclusion of dummy variables. In this paper we show that the apparent 

non-stationarity found by Gustavsson and Österholm (2006) disappears when the fractional 

integrated process with endogenously determined structural breaks described by trend and 

level shifts are taken into account. 

 

The apparent non-stationarity may be caused by neglected structural changes. In this 

paper, we examine the series of LFPR in Australia, Canada and the USA by allowing 

endogenously determined multiple structural breaks in a fractionally integrated process. We 

endogenously identified several structural break dates as reported in Table 1. Most of these 

breaks are a consequence of the business cycle factors that we observe during the sample 

period. Regression estimates of the parameters corresponding to the structural break dummies 

are very large. Therefore, these results are not reported, but are available from the authors 

upon request. The coefficients of these dummies in estimated regression models are all 

statistically significant at the 5 percent level or better. 

 

Disturbances in equation (2) are assumed to be an ARMA(p,q)  process. We estimate 

ARMA (p,q) models with for LFPRs of each country. For each d value, we choose p,q lag 

lengths according to the Bayesian Information Criteria (BIC). The values of the BIC 

corresponding to different p,q combinations are given in Table 2. The first column of the 

tables gives the values of d under the null hypothesis. The columns correspond to the different 

assumptions for zt as indicated. The columns for zt=0 and zt =1 correspond to the cases of no 

deterministic term and only a constant term, respectively. zt=(1,t) corresponds to the case of a 

constant and a linear time trend term. z1t, z2t and z3t correspond to the dates described in Table 

1. They include a constant and linear time trend along with level and trend shift dummies. 

 

The apparent non-stationarity may be caused by neglected structural changes. In this 

paper, we examine the series of total LFPR in Australia, Canada and the USA by allowing 

endogenously determined multiple structural breaks in a fractionally integrated process. We 



13 

 

endogenously identified several structural break dates as reported in Table 1. Most of these 

breaks are a consequence of the business cycle factors that we observe during the sample 

period. Regression estimates of the parameters corresponding to the structural break dummies 

are very large. Therefore, these results are not reported, but are available from the authors 

upon request. The coefficients of these dummies in estimated regression model are all 

statistically significant at the 5 percent level or better. 

 

Table 1: Endogenously determined Structural Break Dates  
Countries Level Shift Date Trend Shift Date Trend and Level Shift Date 

Australia 

April 1982 

December 1991 

May 1997 

November 1991 

April 1997 

July 1985 

April 1990 

July 1993 

October 1996 

December 2004 

Canada 
March 1979 

November 1985 
July 1988 

December 1981 

December 1989 

March 1993 

July 1996 

June 2002 

USA 

March 1954 

August 1958 

November 1961 

October 1973 

August 1961 

October 1966 

February 1973 

June 1955 

January 1965 

January 1971 

August 1975 

November 1978 

December 1989 

October 1999 

 

 
Table 2: Lag Selection of ARMA(p,q) process for Disturbances in equation (2) for total LFPR for 

Australia, Canada and the USA 

Countries zt=0 zt=1 zt=(1,t) zt=z1t zt=z2t zt=z3t 

Australia ARMA(0,2) ARMA(0,2) ARMA(1,2) ARMA(1,1) ARMA(1,1) ARMA(0,2) 

Canada ARMA(0,3) ARMA(0,3) ARMA(1,1) ARMA(1,1) ARMA(1,1) ARMA(1,0) 

USA ARMA(0,4) ARMA(0,4) ARMA(1,1) ARMA(1,1) ARMA(1,3) ARMA(1,0) 

 

 

We report the values of the one-sided test statistic r̂  defined in equation (4) in the 

parenthesis in Tables 3 based on ARMA estimations. The associated d0 values are reported 

before the parenthesis. In order to save space only those vales of r̂  and the associated d0 for 

which the null hypothesis 00 : ddH   are not rejected are reported. For the case of zt=0 for 

all the three countries we do not reject the null hypothesis of values of d larger than 1 

indicating non-sationarity. For the cases of zt=1 and zt=(1,t), which correspond to the cases of 

a constant and a constant with linear time trend, respectively, the values of d that are not 

rejected are reduced but still indicate non-stationarity however with mean-reversion. For the 
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cases of z1t, z2t and z3t, where endogenously determined structural breaks are taken into 

account indicate further reductions in the values of d under which the null hypothesis are not 

rejected. In these latter cases the d vales are clearly less than 0.50 indicating that the LFPR 

series are all stationary for Australia, Canada and the USA. 
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Table 3: Testing for Fractional Integration for total LFPR for Australia, Canada and the USA 

Countries zt=0 zt=1 zt=(1,t) zt=z1t zt=z2t zt=z3t 

Australia …> 1c 0.71a (0.84) … 0.73b (-1.26) 0.69a (1.24) … 0.72b (-1.56) 0.42a (1.08) … 0.46b (-1.40) 0.40a (1.07) … 0.44b (-1.39) 0.37a (1.39) …0.42b (-1.44) 

Canada …> 1c 0.89a (1.14) … 0.91b (-0.88) 0.89a (1.46) … 0.92b (-1.63) 0.41a (1.24) … 0.46b (-1.52) 0.41a (1.32) … 0.46b (-1.45) 0.40a (1.47) … 0.45b (-1.25) 

USA …> 1c 0.73a (1.31) … 0.75b (-1.05) 0.71a (1.41) … 0.74b (-1.63) 0.42a (1.13) … 0.48b (-1.62) 0.37a (1.26) … 0.43b (-1.39) 0.35a (1.51) … 0.42b (-1.63) 

Notes: Table reports the lower and upper limits of the non-rejection values at the five percent significance levels with corresponding standard normal critical values. a Lower bound of d0 not rejected at the five percent 

significance level with corresponding standard normal critical value. b Upper bound of d0 not rejected at the five percent significance level with corresponding standard normal critical value. c Upper bound of d0 not 
rejected at the five percent significance level is greater than 1. 
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Next, we estimate the impulse-response coefficients of the ARFIMA models and the fraction 

of the time needed for dissipation of the effects of a shock assuming zt = z3t at the minimum of 

the LM statistics. For this, we use the generalized impulse responses of Pesaran and Shin 

(1998) and the measure of persistence   using bootstrap method. We obtained the 95 percent 

confidence intervals via a parametric bootstrap with 5000 replications. The results are 

provided in Table 4 and 5. The generalized impulse responses and 95 percent bootstrap 

confidence intervals for LFPR series are given in Figure 4. These results imply the effects of 

the shocks are temporary and the series are stationary. 
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0.8

1.0

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

Lower band of confidence interval

Impulse-response

Upper band of confidence interval

a) Disturbances in equation (2) are assumed to be an ARMA(0,2) process for LFPR series of Australia
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1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20

(b) Disturbances in equation (2) are assumed to be an ARMA(1,0) process for LFPR series of Canada
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(c) Disturbances in equation (2) are assumed to be an ARMA(1,0) process for LFPR series of USA

Figure 4: Generalised Impulse-response analysis for Australia, Canada and the USA

 

 

Table 4 
d Parameter Estimates Used for Bootstrap Impulse Responses 

Series Australia Canada USA 

LFPR 0.39 0.43 0.38 
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Table 5 

Time required for  percent of the full effect of a unit shock to LFPR disappear (  ) 

Countries =0.30 =0.50 =0.80 =0.90 =0.95 

Australia 2 2 6 16 47 

Canada 3 4 11 33 106 

USA 2 3 6 15 44 

Notes: Time required is measured in months. 

 

The estimates of   repented in Table 5 show that a period of maximum three months is 

required for 30 percent of the effects of shocks to disappear. A period of maximum four and 

eleven months are required, respectively for 50 and 80 percent of the effects of shocks to 

disappear. Periods longer than one year are required for the 90 and 95 percent of the effects of 

shocks to disappear. These results imply that all of the LFPR series of these countries are 

stationary. 

 

5. Conclusion 

 

This paper investigates whether the labor force participation rates in Australia, Canada and 

the USA are stationary. We argue that structural breaks are an important feature of the 

monthly labor force participation rates series that we consider. Therefore we allow for 

endogenously multiple structural breaks in both the intercept and slope in the empirical 

specifications of fractionally integrated processes. We consider ARMA(p,q) disturbance 

processes where the lag lengths are empirically determined. The results indicate that the labor 

force participation rates of Australia, Canada and the USA are stationary. These results are in 

contrast to the findings of Gustavsson and Österholm (2006) who found that all three series 

are non-stationary and the finding of Madsen et al. (2008) who found that all three series are 

mean-reverting. The labor market implications of our findings are as follows. The 

informational value of the unemployment rates about the behavior of labor markets and the 

causes of joblessness are useful in Australia, Canada and the USA. In these countries we can 

talk about one-to-one correspondence between the long-term changes in unemployment rates 

and the long-term changes in employment rates and that unemployment rate is a useful 

indicator of joblessness. 
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